Лекция 8. Несбалансированные данные, cost-sensitive обучение и калибровка вероятностей
1) Что такое дисбаланс классов и почему это проблема
Несбалансированные данные — когда один класс встречается сильно чаще другого.
Пример: 95% “норма” и 5% “брак”.
Почему это опасно:
· Accuracy вводит в заблуждение: модель может всегда говорить “норма” и иметь 95%.
· Модель склонна “игнорировать” редкий класс → много FN (пропусков).
· Порог 0.5 почти никогда не оптимален.

2) Правильные метрики при дисбалансе
2.1 Confusion matrix
Важно смотреть FP и FN отдельно.
2.2 Основные метрики
· Precision = TP/(TP+FP) — “насколько чистые срабатывания”
· Recall = TP/(TP+FN) — “сколько редких событий поймали”
· F1 — баланс precision и recall
· PR-кривая и AP (Average Precision) — обычно информативнее ROC при сильном дисбалансе
· Balanced Accuracy = (TPR+TNR)/2 — лучше обычной accuracy
· MCC (Matthews corrcoef) — хорошая “общая” метрика при дисбалансе
Практическое правило:
· редкий положительный класс → ориентируйтесь на Recall/F1/PR(AP), а не на accuracy.

3) Способы работы с дисбалансом
3.1 Пересэмплинг данных
Oversampling (увеличиваем редкий класс):
· простое дублирование,
· SMOTE (синтетические точки).
Undersampling (уменьшаем частый класс):
· случайное удаление,
· “умный” отбор (NearMiss и т.д.).
Риск:
· oversampling может переобучить,
· undersampling может выбросить полезную информацию.
3.2 Изменение порога
Модель даёт score/вероятность . Решение:

При дисбалансе часто снижают , чтобы уменьшить FN.
3.3 Cost-sensitive обучение (учёт стоимости ошибок)
Ключевая идея: ошибки не равны по цене.

4) Cost-sensitive: матрица потерь и оптимальное решение
4.1 Матрица потерь
Для бинарной классификации:
· — цена ложной тревоги (FP)
· — цена пропуска (FN)
Ожидаемый риск:

Оптимальный порог обычно смещается в сторону уменьшения более дорогой ошибки.
4.2 Взвешенная функция потерь (class weights)
Во многих алгоритмах можно назначать веса классов:
· вес редкого класса больше,
· модель “сильнее старается” его правильно предсказывать.
Пример:


5) Cost-sensitive vs threshold tuning — в чём разница
· Threshold tuning: модель обучили как обычно, но изменили .
· Cost-sensitive обучение: меняем сам процесс обучения (веса/стоимость), чтобы scores стали лучше для редкого класса.
На практике часто делают оба шага:
1. cost-sensitive обучение
2. подбор порога по F1/риску на validation

6) Почему “вероятности” модели могут быть неправильными
Многие модели дают числа, похожие на вероятности, но они не обязаны быть калиброваны.
Пример проблемы:
· модель говорит 0.9, но событие реально происходит только в 60% случаев.
Это критично, если:
· решения зависят от риска,
· нужно выбирать порог “по стоимости”,
· требуется интерпретация “вероятность брака”.

7) Калибровка вероятностей (Probability calibration)
7.1 Что такое калибровка
Калиброванная модель означает:
если модель выдаёт , то среди таких случаев примерно 70% действительно положительные.
7.2 Как проверять
· Reliability diagram (калибровочная кривая): по биннам сравнить “предсказано” vs “реально”.
· Brier score:

меньше — лучше.
7.3 Методы калибровки
· Platt scaling (логистическая калибровка) — часто для SVM/score
· Isotonic regression — более гибкая, но требует больше данных
· (Многокласс: one-vs-rest калибровка или специальные схемы)
Важно: калибровку “учат” на validation, не на test.

8) Практический pipeline для дисбаланса + стоимости + калибровки
1. Split: train/val/test (или nested CV)
2. Обучить модель (возможно с class weights / cost-sensitive)
3. Получить scores на val
4. Откалибровать scores на val (Platt/Isotonic)
5. Подобрать порог на val по риску или F1
6. Финальная оценка на test: PR/AP, F1, confusion matrix, cost

9) Частые ошибки
· Использовать accuracy как главную метрику при дисбалансе.
· Подбирать порог и калибровку по test (утечка).
· Делать oversampling до разбиения на train/test (утечка, дубликаты в test).
· Игнорировать стоимость ошибок в реальной задаче.

